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Abstract: In order to support lifelong learning, assessment systems have to focus on representation and updating a variety of knowledge domains, rules, assessments and learner’s competency profiles. Adaptive assessment provides efficient and personalised routes to establishing the proficiencies of learners. Existing adaptive assessment systems are faced the challenge of dealing with inconsistently measuring and representing student’s knowledge. We can envisage a future in which learners are able to maintain and expose their competency profile to multiple services, throughout their life, which will use the competency information in the model to personalise assessment. This paper presents an adaptive assessment system based on a competency model. The system automatically generates questions from a competency framework and sequence the questions based on the taxonomies of subject matter or of capability, making it possible to guide learners in developing questions and testing knowledge for themselves. The questions and their sequencing are constructed from a given set of learning outcomes and the subject matter recorded in an ontological database. The architecture of the system and the mechanism of sequencing the questions are discussed.
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Introduction

We introduce the background to the pedagogical and technological issues involved in automatic question generation. A specific approach is described for the automatic generation of questions in any domain by using a particular model of competencies. A system overview of the proposed competency framework, named COMpetence-Based learner knowledge for personalized Assessment (COMBA), is presented. We consider an implementation of COMBA with an ontological database that represents the intended learning outcome to be assessed across a number of dimensions such as levels of cognitive ability and subject matter content involved, an experiment to test its outputs, and the results. Finally, we present some discussion of generated question sequences and conclusions.

1. Background

1.1 Automatically generating questions

Questioning is useful because it challenges learners to respond and it reveals learners’ abilities to reason, create, analyse, synthesise, and evaluate. A question should relate to the learning outcomes being measured. Question phrasing should be precise, clear, and easy to understand by using the simplest possible language [1-3]. Good questions should appropriately challenge learners in order to stimulate them to think more deeply about the subject matter. Finally, a good question should help the learner to identify where further study may be useful.
There are currently many systems available to generate questions automatically; these are however confined to specific domains. A number of pioneering systems such as Problets [4], ILE [5], QuizPACK [6], and Jeliot 3 [7], explored the use of automatic generation of questions using parameterised templates. The basic concept uses templates instantiated with random values to generate the questions. A question’s template is able to produce a large number of different questions. Problets and Jeliot 3 generate questions about programming using computer language templates. The question generation of Problets is language independent, whereas Jeliot currently supports only Java. Problets and Jeliot are self-contained, lacking interoperability with other systems such as institutional-wide e-learning systems. ILE is a tool that automatically generates exercises for the special case of electric AC circuit problems, given global parameters such as the number of nodes and number of branches. QuizPACK works on automatic evaluation of code-execution questions. A teacher provides the core content of a question, a parameterised fragment of code to be executed, and a variable within that code. QuizPACK randomly generates the value of the question parameter, creates a presentation of the resulting question, and runs the presented code in order to generate the correct answer.

These applications of parameterised questions were developed for computer programming. A correct answer to a parameterised question can be calculated by a formula or executed by a standard language complier without the need for a teacher or author to provide it. Currently, such systems offer remarkable automatic generation of questions, but only for specific domains, and lack integration, interoperability, portability and reusability.

1.2 Adaptive assessment and its applications

Adaptive assessment system aims to assess a learner’s competency by posing a minimum number of questions in order to decrease test length, which is one of the main goals in adaptive assessment [8-10]. Another main goal includes offering personalized support according to the needs and ability of each learner [11]. Work related to the proposed approach can be found in the areas of adaptive assessment system. Many adaptive assessment systems have been developed such as A Web-based English CAT prototype system [12], IDEAL [13], Personal-reader [14], COMPASS [15], SIETTE [16], and CosyQTI [17]. These systems are described below.

A Web-based English CAT prototype system and IDEAL are focused on using Item response theory (IRT) to estimate the numerical value of learner’s ability level, in order to determine the next item to be posed, and to decide when to finish the test, rather than to assess learners’ readiness for further learning. One of the major challenges facing the use of IRT is establishing standards for usability and interpretability issues of the IRT value [18, 19]. In IRT, ability is measured by a scale point. When applied this theory to measure cognitive skills expected to be tested in each learning outcome such as Knowledge, Comprehension, Application, and Evaluation, the theory has some limitations [20].

Personal-reader is developed to personalize a learner’s assessment at each moment of the learning process. There are two types of learning content: atomic learning object and linear learning object. In the case where the learner gives wrong answers, the assessment framework should detect the atomic learning objects that have to be studied again, highlights them and gives, if necessary, some additional links that could be used to better understand the current lesson. In the case where the answers are correct, the learner is allowed to continue. Then new course material is generated in the next linear learning object. In summary, this system still has problems of representing learning knowledge and has difficulty with problem solving.

Concept MaP ASSessment tool (COMPASS) is an adaptive web-based concept map assessment tool. Based on an assessment goal that the learner selects from a set of proposed
goals, COMPASS engages learners to the assessment and learning process through a set of assessment activities. The system provides different informative, tutoring and reflective feedback components, tailored to learners’ individual characteristics and needs by using weight and error categories. The level of performance is represented by Gogoulou’s taxonomy [15]. In summary, this system still has the problems of collaboration with many teachers, and the use of numerous parameters associated with each question for teachers who are usually practically focused and who would have difficulty with controlling user interaction.

Spanish translation of Intelligent Evaluation System using Tests for TeleEducation (SIETTE) is a web-based tool to assist teachers and instructors in the assessment process. The system can be used in two different ways. First, teachers can use it to develop the tests that are defined by their topics, questions, parameters, and specifications. Second, learners can use it to take the tests that are automatically generated according to the specifications, and adapted to the learner’s knowledge level. Question selection is based on a function that estimates the probability of a correct answer by using Item Response Theory, leading to an estimation of the learner’s knowledge level. This system has the problem with estimating learner’s knowledge level of each topic in each test.

The CosyQTI tool supports the authoring process and presentation of personalized and adaptive web-based assessment. The adaptation will be provided by using a form of the IF-THEN rule’s trigger point which is a point for activation. This system has not been tested in full in real classroom environments. There are still some problems with estimating and representing learner’s knowledge level and formal testing within real environments.

2. COMBA system

We have developed an improved competency model, named COMpetence-Based learner knowledge for personalized Assessment (COMBA), which uses ontologies. The model has been used to automate question generation in adaptive assessment systems. The system focuses on the identification and integration of appropriate subject matter content (represented by a content taxonomy) and appropriate cognitive ability (represented by a capability taxonomy) into a hierarchy of competencies. The resulting competencies structure has been shown to be able to generate questions and tests for formative and summative assessment. These questions can be expressed as IMS Question and Test Interoperability (IMS QTI) compatible XML files to enable interoperability.

The system was built on an ontological database that describes the resources (subject matter, capability, competency) and the relationships between them. An assessment for a competency often actually tests component competencies, and is supported by the linked nature of the competencies hierarchy. For example, a statistics course may test knowledge of the confidence interval [21] by testing the students’ ability to calculate, explain, and define the confidence interval in a variety of situations. An assessment item can be directly formulated from a competence by using the parameters of that competence: capability, subject matter content, and other contextual elements. For example, the assessment corresponding to the learning outcome, “Students understand the concept of a confidence interval” might be something like “Calculate the confidence interval for the following situation”, or “Explain the importance of the confidence interval in the following situation”, or “Define standard error”.

2.1 The competency model

COMBA is informed by the results of comparing the competency standards against the desired taxonomy of competence [22]. The improved competency model is represented in Figure 1. A competency involves a capability associated with subject matter content and
A competency can be linked to one or more resources, and a student may evidence a competency in one or more ways.

![Figure 1 Competency model](image)

Capability is behaviour that can be observed, based on a domain taxonomy of learning such as Bloom’s [23], Gagné’s Nine Areas of Skill [24], or Merrill’s Cognitive Domain [25]. Subject matter content is the subject domain of what the student can do by the end of course. The competency evidence substantiates the existence, sufficiency, or level of the competency, and might include test results, reports, evaluation, certificates, or licenses. External knowledge resources and tools support and promote the problem solving, activity performance or situation handling of the competency. The situation identifies the particular circumstances and conditions of the competency, for example, its time limit.

The proposed competency model involves three important principles: an orientation towards, and focus upon, activity-based teaching and learning, the identification and integration of appropriate subject matter content within a broader teaching and learning context, represented by a hierarchy of linked competencies, and the identification of the assessment that would demonstrate successful teaching and learning has been accomplished.

### 2.2 Architecture of COMBA system

The COMBA implementation consists of a number of modules, illustrated in Figure 2. The Competence navigator is responsible for retrieving the requested competence, based on the domain request from the student, and passing the competence to the Subject Matter Content and Capability navigator modules. In using the model for the automatic generation of questions, the relevant subject matter and capability data, together with the authoring question template files, are assembled to generate questions derived from the matrix of competencies crossed with cognitive abilities. Given a question which is now ready for further use, it is formatted using the QTI specification.

The QTI specification facilitates the sharing of questions and tests, enabling investment in the development of common tools such as Web-based authoring and delivery applications. For an adaptive test, this specification supports the use of pre-conditions and branching, allowing the embedding of sequencing and adaptive logic into a test. Adaptivity is limited to the questions referred to within the test. As a result, if the student answered, it may not be possible to branch in directions not provided in the test. In addition, the inability to import external data may limit adaptivity. In order to develop a test, the generated questions are linked together for storing in a test bank. For the delivery of the test, the system deploys an
assessment delivery service (QTI tools\(^1\)) to allow a student to view a question, to answer it, to receive feedback, and to view the assessment results.

In the COMBA system, the ontology was based on OWL-Lite [26] which was sufficiently expressive to describe the subject matter hierarchy and provides for higher performance reasoning. The ontologies adhere to the criteria of ontology design: clarity, coherence, extendibility, minimal encoding bias, and minimal ontological commitment [27].

3. Using COMBA for generating adaptive question sequences

```xml
<assessmentTest xmlns="http://www.imsglobal.org/xsd/imsqti_v2p1"
    xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
    xsi:schemaLocation="http://www.imsglobal.org/xsd/imsqti_v2p1 http://www.imsglobal.org/xsd/imsqti_v2p1.xsd"
    identifier="TEST"
    title="Function Point Analysis Test">
  <testPart identifier="part1" navigationMode="linear" submissionMode="individual">
    <questionIdentifier>question1</questionIdentifier>
    <questionIdentifier>question2</questionIdentifier>
  </testPart>
</assessmentTest>
```

![Figure 2 Architecture of the COMBA system](image)

![Figure 3 Example of QTI branching rules in XML format](image)

In this section, we present the use of the model in automating question sequence generation. A competency hierarchy supports a variety of adaptive rules to adjust questions to the students’ capability and to the nature of their knowledge. Many methods of traversing the competency hierarchy may be applied, involving different starting points and algorithms. These methods may lead to interesting issues which should be considered in adapting to the students’ particular talents, strengths, weakness, and own learning preferences. Within a test

\(^1\) http://playr.qtitools.org/playr/
constructed according to the IMS QTI specification, the sequencing and adaptive logic are expressed in branching rules. For example, an adaptive sequence may provide a question at a slightly higher level if a student succeeds or a question at a lower level otherwise. Figure 3 presents an example QTI question file for adaptive assessment using QTI constructs which may be incorporated into a test. Portions labelled A and C show the student items called “question1” and “question2” respectively. The portion labelled B illustrates a branching rule. If the student succeeds on question1, the test jumps forward to the end of the test (shown as branchRule target= ‘EXIT_TEST’) or goes to “question2” in the section labelled C otherwise.

3.1 Experimental validation of generated question sequences

An experiment was designed to validate a sequence of questions, generated using the COMBA model. The particular sequence experienced by a student was dependent upon the student’s answers, and so was adaptive. If the student succeeded on a question, where possible the next question was a question at the same capability level and at a higher subject matter level than the previous question. If the student failed the question, the system presented where possible an easier question. This was a question at the same capability level and at the lower subject matter level than the previous question. Questions started from the highest subject matter level and the highest ability level, and the sequence stopped when the student answered a question correctly.

The experiment focused on the opinions of students on the efficiency and effectiveness of the adaptive sequence. The questions explored student ratings of the sequencing, on the criteria of fairly assessing their knowledge (TestAssessKw), helping them to understand how a given learning outcome separated into “learning outcome components” (DecomposeLO), helping them to separate a given learning outcome into “topics” (DecomposeTopic), adapting to their level of knowledge (AdaptQuestion), being useful for self-assessment (UsefulForSelfAssessment), identifying their lack of knowledge (IdentLO), and providing appropriately difficult questions (ShowDifficultQ).

Competencies were collected from the INFO2007 Systems Analysis and Design course at the University of Southampton. The topic of the course instantiated in the model involved function point analysis and associated issues including: adjusted function points, unadjusted function points, complexity adjustment, the formula for complexity adjustment, degrees of influence, the formula for unadjusted function points, and calculating function points from an ER Diagram. The participants were voluntary 2nd year undergraduate students. Instruction sheets were distributed to all attending students at the end of a lecture, and asked the students to rate the generated questions against the criteria on a 4-point forced-choice Likert scale (‘Strongly disagree’, ‘Disagree’, ‘Agree’, ‘Strongly agree’, coded as 1, 2, 3, and 4 respectively) that best described their opinion.

3.2 Results and discussion

The study gathered data from 19 students. A one-sample t test was used to test differences between the observed sample means and an expected sample mean of 2.5, being mid-way between agreeing and disagreeing on the measurement scale. As can be seen in Table 1, the mean rating was significantly higher than 2.5 for 9 of the 12 measured variables. The students did not think that the test particularly assessed their knowledge on average. It is not clear why they thought this; one hypothesis is that the ‘stopping rule’ (at the first correct answer) did not give them confidence that their knowledge had indeed been thoroughly tested.
Interestingly, the students agreed that the adaptive sequence helped them to understand how a given learning outcome separated into “learning outcome components”, but they did not agree that it helped them to separate a given learning outcome into “topics”. Whilst a learning outcome component involves capability and subject matter, a topic involves only subject matter. This suggests that the generated questions helped the students to understand the decomposition of capability, but were not particularly helpful in understanding the decomposition of topics.

<table>
<thead>
<tr>
<th>Measured Variables</th>
<th>Test Value = 2.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t</td>
</tr>
<tr>
<td>TestAssessKw</td>
<td>-0.224</td>
</tr>
<tr>
<td>AdaptQuestion</td>
<td>5.786</td>
</tr>
<tr>
<td>UsefulforSelfAssessment</td>
<td>2.471</td>
</tr>
<tr>
<td>IdentLO</td>
<td>3.269</td>
</tr>
<tr>
<td>DecomposeLO</td>
<td>3.139</td>
</tr>
<tr>
<td>DecomposeTopic</td>
<td>0.907</td>
</tr>
<tr>
<td>ShowDifficultQ</td>
<td>8.367</td>
</tr>
</tbody>
</table>

Table 1 t Test

The results of the remaining t-tests were straightforward: the students agreed that their question sequence was well adapted, was useful for self-assessment, helped identify their lack of knowledge, and provided appropriately difficult questions. Broadly speaking, this experiment and the earlier one (reported in [28]) show that the questions and the adaptive test sequences were acceptable to students, and hence that the COMBA model is capable of generating good assessments.

4. Conclusion

While this study successfully demonstrates a data model and a method of automatically generating acceptable and useful questions and sequences, representing competencies and the subject matter is the critical challenge. In addition, more effective algorithms are needed for generating questions and sequences. Any generating mechanism must ensure a high standard of English grammar in the resulting questions. The revised generating mechanisms in this experiment reduced some inappropriate format of questions by using revised SPARQL queries to expand the returned results. This indicates that not only the format of the template itself is important for generating questions and sequences using parameterised templates, but also the algorithm of querying is critical.

The key contribution is supporting a variety of ways of developing adaptive sequences. Future work could focus on methods for generating adaptive question sequences and considered their pedagogical value. For example, it is possible that students might have differing abilities in quite similar content areas. In this case, learners may not achieve an appropriate level of their capability and content. New adaptive question sequences could employ different traversal algorithms. If the learner failed a question, the system could present the next question at a lower capability level and at the same subject matter level; or at the same capability level and at the nearest subject matter level to the previous question. The pedagogical value of a particular method would need further investigation for successful learning and teaching, but having such varieties of methods could provide fruitful areas of exploration.
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